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Abstract: This paper theoretically proves that the least square method for linear fitting after
logarithmic transformation of data is essentially based on the principle of reducing relative error.
Through empirical analysis and comparison with the traditional least square method, it is found that
the least square method after logarithmic transformation of data has a higher precision in model
fitting effect, and at the same time makes it possible to use the least square method after logarithmic
transformation of data to fit the model accurately. Fitting the straight line gives better consideration
to the information of all observation points.

1. Introduction

When the traditional least squares method is used to fit regression, it often considers eliminating
the larger data which has great influence on the regression estimation (the original data is correct),
but if the sample data is small, while it is removed, the sample will lose part of the information. If it
is not removed, the regression line will shift to larger data points. As a result, the fitting accuracy of
regression model is not high or the desired results cannot be obtained. Yimin Wang (1997) [1] thinks
that the accuracy of curve fitting can be improved by considering relative error, which has been
proved in engineering test. Bing Li(2007) [2] thinks that when the observed data are abnormal,
Jacobi iteration pretreatment of the iteration matrix and the least square method can improve the
accuracy of parameter estimation and fitting accuracy. At the same time, more scholars have applied
least squares curve fitting to finance, physics, engineering and other fields, after processing data by
various methods such as logarithmic transformation, exponential transformation, trigonometric
function transformation, normalization, standardization, interpolation and so on, the least square
method is used for curve fitting or prediction to improve the accuracy of the model [3-7].

2. The Principle of Traditional Least Square Method

There is a linear relationship between a random variable? and p-1 independent variable
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be written as

, the equation (1) can
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The equivalent form is
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WhereY is the variable observation vector of" Xl, X is a known design matrix of nx p,ﬁ is

X .
px1 and € is arandom error vector.

an unknown parameter vector of
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Take the length of the error vector & =Y — Xf3 squaredHY - X ﬂ” and minimize it, the error

here refers to the total error. Remember as
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The Principle of Finding Extremum by Calculus, take the partial derivative of B and set it to
zero, get the equations

X'XB=XY

Get the estimate of ~

B=(XX)" XY

Thus, the linear regression model can well fit the known data and make prediction.

3. Error vector calculation after logarithmic transformation

From Formula (2), logarithmic to ¥
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In matrix form, equation (5) is transformed into
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To differentiate from the preceding, order T =(y,.y,.. yn')y ,by the same method as above

T=Xp8

Take the length of the error vector ¢ =T - X & squared|[T - X 4 and minimize it, the error here
refers to the total error. Similarly, the estimate of S is obtained
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4. Relative error analysis

For convenience, definition of relative error De ,the traditional least square method defines the
relative error as follows
E.
D¢, =— (7)
Yi
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Obviously, here € and Yi are independent, the traditional least square method considers the

global error. Every each error®i  has the same weight, it doesn't vary by size. Therefore, it is
difficult to meet the actual needs in real life.
The relative errors after logarithmic transformation are as follows:
! 8;
Dg; ==L (8)
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: 0
After reducing it to an exponent, e”is the observed value (actual value), e’ is the predicted
value, then the upper formula can be transformed into
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From formula (6) Yi=Y +& 1=12,---,n
The substitution of the upper form can be transformed into
. N . .
et et ]
Dg =——=——7—=1— (10)
e Vi té g’

Obviously, the relative error D& here is only related to &, that is, the size of each g% is

different, its relative error Dé&; =1-— decision byé; ,in formula (6), each error a has the same

E;’

weight or is equally important. Therefore, its relative error is also of equal weight or importance, so
logarithmic transformation is equivalent to relative error and minimum.

5. The empirical analysis
5.1 data sources

Data are derived from textbooks on linear statistical models [7].An experimental vessel relies on
steam to provide heat, thus keeping the temperature constant. Figure 1 shows the relation between
steam and temperature.

As shown in Figure 1 of the scatter plot, this case belongs to the linear least square fitting method.
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Fig. 1 The relationship between steam and temperature
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5.2 The fitting results of two Kkinds of least squares

Data from Table 1, MATLAB R2014a Software Programming, The linear regression equation
obtained by the traditional least square method is

y =13.623-0.0798x (11)

The linear regression equation fitted by the least square method based on the logarithmic
transformation of dependent variables is as follows

y =2.6730—0.0084x (12)

Formula (7) shows that the amount of vapor required per unit time decreases by 0.0798 (L) for
every increase of ambient temperature around the container at 1 (C).

From formula (8), it shows that the amount of steam required per unit time decreases by 0.0084
(L) for every 1 “Crise in ambient temperature around the container.

5.3 Analysis of Empirical Results

As can be seen from Table 2, The total and relative errors of logarithmic transformation of
dependent variables are much smaller than those of traditional methods.in fact, the improved
algorithm can allow the existence of large errors for large data.as for the smaller data, the error will
be smaller, so that the final line can take into account all observation points at the same time. It is not
that the straight line obtained by traditional method will migrate to larger observation points or need
to exclude larger data than others, and the fitting accuracy is higher. similarly, the green line in Fig.2
represents the linear fitting of the traditional least squares method. While the blue line is the linear
fitting of the data after logarithmic transformation. Obviously, the latter has higher fitting accuracy
and can better take into account all observation points.

Table. 2 Comparison of Empirical Analysis Results

Method Overall error|relative error
traditional method 18.2234 0.2433
After logarithmic transformation| 17.5805 0.2335
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Figure. 2 Linear fitting of data

6. Conclusion

Based on the traditional least squares method, this paper calculates the logarithmic transformation
of dependent variables. After deduction and analysis, the example validates that, compared with the
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traditional theory of the method, for the data model with large difference, there is no need to
eliminate the large dispersion or abnormal data. The method after processing data has the advantages
of high fitting accuracy, and the relative error and the overall error are reduced. It can better take into
account the information of all observation points. It can be used in finance, physics, engineering and
other fields.
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